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Abstract

In this study we present numerical experiments of time integration methods applied to systems of reaction–diffusion

equations. Our main interest is in evaluating the relative accuracy and asymptotic order of accuracy of the methods on

problems which exhibit an approximate balance between the competing component time scales. Nearly balanced

systems can produce a significant coupling of the physical mechanisms and introduce a slow dynamical time scale of

interest. These problems provide a challenging test for this evaluation and tend to reveal subtle differences between the

various methods. The methods we consider include first- and second-order semi-implicit, fully implicit, and operator-

splitting techniques. The test problems include a prototype propagating nonlinear reaction–diffusion wave, a non-

equilibrium radiation–diffusion system, a Brusselator chemical dynamics system and a blow-up example. In this

evaluation we demonstrate a ‘‘split personality’’ for the operator-splitting methods that we consider. While operator-

splitting methods often obtain very good accuracy, they can also manifest a serious degradation in accuracy due to

stability problems.

� 2003 Elsevier Inc. All rights reserved.
1. Introduction

In this paper we consider the numerical solution of time dependent, nonlinear, partial differential
equations (PDEs) of reaction–diffusion problems. These equations are a subset of more general systems of

coupled, highly nonlinear PDEs that exhibit solutions with multiple time and length scales [2,3,11]. Spe-

cifically, we are interested in reaction–diffusion systems that exhibit multiple competing time scales that
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nearly balance, to produce a slower dynamical time scale. Recently, there has been considerable interest in

evaluating accepted time integration techniques for these systems [11]. To date, the most comprehensive

studies have been applied to the non-equilibrium radiation–diffusion equations [11–14,18].
The existence ofmultiple fast component time scales that interact, to produce a slower dynamical time scale,

necessitates the use of some amount of implicitness in the time integration technique. Invariably these algo-

rithms lead to large nonlinear and linear algebraic systems. For this reason the robust and accurate solution of

these problems is very challenging. In practice, for these systems, time integration is most often carried out by

using some type of low-order time-step expansion or operator-splitting techniques [2,3]. These techniques do

not fully converge the nonlinearities of the system and attempt to reduce the cost and complexity of the

transient solution at each time step. Inherent in a number of these methods is a failure tomaintain, accurately,

the approximate balance of the competing time scales. For example, low-order expansion techniques produce
semi-implicit schemes which can be solved in one step with a single linear solve and therefore by-pass the need

for nonlinear solvers. Operator-splitting methods simplify the nonlinear system by separating the physics

operators in each equation (or system of equations) into individual equations. These individual equations are

then time integrated with solvers tailored for the particular characteristics of the physics operators. The

combined effect of the split physics is then approximated by fractional-step methods [15,30], or a composition

of sequential operators [19]. The advantage of these techniques is a reduction in the complexity of the com-

ponent solves. For a given time-step size, all these methods clearly can exchange temporal accuracy and/or

possibly numerical stability for computational efficiency.
In this context recent studies have been reported that compare the accuracy of linearized schemes and

operator-splitting schemes, with fully implicit schemes that converge the nonlinearity of the solution at each

time step [12–14,18]. These studies show that, in the absence of spatial discretization errors, the first-order

linearization schemes exhibit a significant degradation of accuracy relative to the fully implicit methods. In

[14,18], it is further demonstrated that second-order linearization techniques can be used, with consider-

ation of both space and time discretization errors, to produce techniques that exhibit similar error bounds

as a fully converged fully implicit method. Further, results in [18] show that, depending on the problem,

operator-splitting methods can be more or less accurate than fully implicit methods. Our new results verify
and extend these results as well.

Our work also extends this current literature by comparing linearized, fully implicit, and operator-

splitting methods, each at first- or second-order, on a number of new test problems. In this study, we have

investigated several aspects of the approximations to four nonlinear reaction–diffusion PDEs. The first test

problem is a thermal wave [10] which has a smooth analytic solution with a propagating front. This front is

maintained by a balance between the diffusion and reaction operators. The thermal wave problem has a

constant diffusion coefficient and therefore produces a linear component solve for the diffusion operator in

an operator-splitting method. Additional details of the thermal wave problem are given in Section 5.1.
The second test problem is the Brusselator problem [20]. These equations, originally studied as a model

for chemical dynamics, exhibit a wide range of behavior. In our numerical experiments we confine the

parameter range of interest to produce oscillatory solutions. As with the thermal wave problem, the dif-

fusion coefficient is constant so that the component solve for the diffusion operator is linear. Additional

details of the Brusselator problem are given in Section 5.2.

The third test problem is actually a set of two test sub-problems which model blow up [1,23]. Both have a

quadratic source term nonlinearity and will exhibit blow up in finite time for sufficiently large initial

conditions. The first of these has a linear diffusion operator while the second has a nonlinear diffusion
operator. Additional details of the blow-up problem are given in Section 5.3.

The fourth test problem is a non-equilibrium radiation–diffusion problem. This problem consists of two

coupled equations for the radiation energy density and material temperature. This problem has a nonlinear

diffusion operator in the radiation energy density equation. Further details on this problem can be found in

the literature [12,13,28]. The details of the specific test problem are described in Section 5.4.
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The remainder of the paper is structured as follows. In Section 2, we give a heuristic argument to dem-

onstrate that a problemwith two comparable time scales canhave a completely different dynamic time scale. In

Section 3, we present the Galerkin finite element method (FEM) formulation, in a generalized form, for re-
action–diffusion equations. The time integration methods investigated in this study are then presented in

Section 4. The specific implementation for each test problem is discussed in Section 5. In Section 6, we present

the details related to the ODE solvers used in this study. And finally in Section 7, we present and discuss the

results from the numerical experiments. We then present a number of conclusions in Section 8.
2. Heuristic comparison of time scales

When two processes with different time scales are coupled together, the resulting dynamic time scale can

be very different from either of the original time scales. Although it is not the goal of this paper to determine

the time scales of reaction–diffusion systems, in this section we use a heuristic example to demonstrate how

such a disparity between time scales can occur.
We start with a general reaction–diffusion equation

ov
ot

þr � j� SðvÞ ¼ 0;

where j ¼ �Drv. In a manner similar to [11] we use a simple dimensional argument to define the time scales

of the component operators. Then defining the characteristic time scales as the absolute value, we have

1

sdyn
¼ 1

v
ov
ot

����
����; 1

sD
¼ 1

v
r � Drv

����
����; 1

sS
¼ S

v

����
����:

Here the reaction time scale is sS, the diffusion time scale is sD, and the resulting dynamical time scale is sdyn.
From the governing equation, we have that

1

sD

���� � 1

sS

����6 1

sdyn
6

1

sD
þ 1

sS
;

or

sDsS
sD þ sS

6 sdyn 6
sDsS

jsD � sSj
:

Next we consider different cases. First, if the reaction time scale is much less than the diffusion time scale,

we have

sS � sD;
sdyn � sS:

Similarly, if the diffusion time scale is much less than the reaction time scale, we have

sD � sS;
sdyn � sD:

Thus, if the diffusion and reaction time scales differ by an order of magnitude or more, we expect the smaller

of the two to be the time scale of the overall dynamics. Finally, we consider the case when sD and sS are

comparable. Assume that sS ¼ sD þ �, where � � sD. Then, we have
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sD
2

6 sdyn 6
sD
�

� �
sD:

Depending on the size of �, the upper bound on sdyn can be quite large. Thus, if the diffusion and reaction

time scales are comparable, the dynamic time scale can be much larger than either of them.
3. Galerkin FE formulation

In this section a generic notation and representation of a reaction–diffusion PDE system is presented.

This representation is used to develop the Galerkin weak form of the equations, as well as the discrete FEM

formulation. This generalization also provides a consistent notation for the application of the various time

integration strategies to the numerical test problems described in Section 5.
The system of N reaction–diffusion equations is solved in a bounded open region X in Rd ; with d ¼ 1; 2,

or 3, and Lipschitz continuous boundary oX ¼ Cm [ Cd over the time interval ð0;I�. The reaction–diffusion
equation is then

ovi
ot

þr � ji � SiðvÞ ¼ 0 in X� ð0;I� ð1Þ

for each unknown, vi, with the flux vector, ji, defined as

ji ¼ �Dirvi; ð2Þ

and SiðvÞ is a generic source term. The initial conditions are given by

viðx; 0Þ ¼ v0;iðxÞ: ð3Þ

Dirichlet boundary conditions are defined on a portion of the boundary Cd ,

vi ¼ gðxÞ on Cd ; ð4Þ

as well as mixed or Robin boundary conditions on Cm for the remainder of oX,

Avi þ Bji � n ¼ C on Cm: ð5Þ

The formal Galerkin weak form of the governing reaction–diffusion system is derived as follows. First,
we define the spaces H 1

0 ðXÞ ¼ fw 2 H 1ðXÞjw ¼ 0 on Cdg and H 1
g ðXÞ ¼ fw 2 H 1ðXÞjw ¼ g on Cdg. Next we

multiply Eq. (1) by a test function / from the space H 1
0 ðXÞ, which givesZ

X
/
ovi
ot

dXþ
Z
X
/r � ji dX�

Z
X
/SiðvÞ dX ¼ 0: ð6Þ

Using the Divergence theorem and flux definition from above, we obtain the resulting weak formZ
X
/
ovi
ot

dXþ
Z
X
Dirvi � r/ dX�

Z
X
/SiðvÞ dX ¼ �

Z
Cm

/ji � n dC 8/ 2 H 1
0 ðXÞ; ð7Þ

which can be summarized as follows. The weak form of the reaction–diffusion system is, for t 2 ð0;I�, to
seek vð�; tÞ 2 H 1

g ðXÞ such that

Mið _v;/Þ þDiðv;/Þ þSiðv;/Þ þFið/Þ ¼ 0 8/ 2 H 1
0 ðXÞ; ð8Þ

where the forms Mð�; �Þ, Dð�; �Þ, Sð�; �Þ, and the functional Fð�Þ are the transient (or mass) operator,
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Mið _v;/Þ ¼
Z
X
/
ovi
ot

dX; ð9Þ

the diffusion operator,

Diðv;/Þ ¼
Z
X
Dirvi � r/ dX; ð10Þ

the reaction source term operator,

Siðv;/Þ ¼ �
Z
X
/SiðvÞ dX; ð11Þ

and the boundary-flux operator,

Fið/Þ ¼
Z
Cm

/ji � n dC: ð12Þ

A Galerkin FEM formulation for the generic reaction–diffusion equation restricts Eqs. (9)–(12) to the finite

element spaces Uh � H 1ðXÞ and Uh
0 � H 1

0 ðXÞ. The discrete problem then seeks vh � Uh such that vh ¼ g on

Cd and

Mið _vh;/hÞ þDiðvh;/hÞ þSiðvh;/hÞ þFið/hÞ ¼ 0 8/h 2 Uh
0: ð13Þ

In the discussion of the time integration schemes that follow, we further simplify the notation of Eq. (13)

by dropping the explicit reference to the weighting function / in the operators and suppressing the use of

the superscript h.
4. Overview of time integration methods

4.1. Fully implicit methods

A fully implicit time integration of Eq. (13) evaluates all time-dependent terms at the next time level,

nþ 1. We will consider two fully implicit methods. First, we have the first-order backward Euler method,

referred to as FI-1,

_vnþ1 ¼ vnþ1 � vn

Dt
: ð14Þ

Our second implementation is the second-order trapezoidal rule (FI-2(trap. rule))

_vnþ1 ¼ vnþ1 � vn

Dt=2
� _vn: ð15Þ

In general these methods will produce nonlinear algebraic equations for the solution at the new time step,

which we solve using Newton�s method.

The Generalized-a method is a parameterized family of methods that evaluates Eq. (13) as

Mið _vnþamÞ þD
nþaf
i ðvnþaf Þ þS

nþaf
i ðvnþaf Þ þF

nþaf
i ¼ 0: ð16Þ

For unconditional stability the parameters am and af must satisfy the stability condition [5,9]
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am P af P
1

2
:

The intermediate values vnþaf and _vnþam are given by

vnþaf ¼ ð1� af Þvn þ afv
nþ1;

_vnþam ¼ ð1� amÞ _vn þ am _v
nþ1:

Intermediate times are similarly computed. A third coefficient, c, relates v and _v

vnþ1 ¼ vn þ Dt ð1
h

� cÞ _vn þ c _vnþ1
i
: ð17Þ

For nonzero af , am, and c this method will be implicit. The stability (robustness) of the implicit method is

counter balanced by the requirement to solve large coupled systems of nonlinear equations. In addition, it

should be noted that from the Generalized-a method it is possible to choose parameters such that a family

of methods that transition from a second-order neutrally stable midpoint rule to a second-order BDF2

method is obtained. Further by introducing the parameter q1 with 06 q1 6 1, then setting

af ¼
1

1þ q1
; am ¼ 1

2

3� q1
1þ q1

� �
; c ¼ 1

1þ q1
;

guarantees that the resulting Generalized-a method will be second-order accurate and will damp high

frequencies [9]. Note that the FI-1 and FI-2(trap. rule) methods can be considered special cases of this

method, with am ¼ af ¼ c ¼ 1, and am ¼ af ¼ 1 and c ¼ 1=2, although these values do not correspond to

values of q1. We will also consider the case q1 ¼ 0:8 in our results, denoting it as FI-2(q1 ¼ 0:8). In our
experience we found this method to have a desirable balance of accuracy and stability.

Additionally, we point out that all the implicit methods that we consider have the property that all the

physical mechanisms (all terms with the exception of the time derivative) are evaluated at the same time

level. We term this a balanced operator method, and use this terminology to differentiate between the

splitting schemes that we introduce later.

4.2. Semi-implicit linearized methods

The semi-implicit linearized schemes that we consider are low-order expansions of the system at each

time step to avoid the nonlinear iteration that is required by an implicit scheme. The price for this sim-

plification is that while the resulting schemes are most often first-order, they are not, in general, uncon-

ditionally stable or balanced operator methods.
Lagged. A common first-order linearization technique known as lagging (SI-lagged) evaluates the

nonlinear coefficients and source terms using values of the dependent variables at the last time step. The

resulting system of equations can be described as

Mið _vnþ1Þ þDn
i ðvnþ1Þ þSn

i ðvnÞ þFnþ1
i ¼ 0: ð18Þ

As defined above the SI-lagged scheme is not a balanced operator method.

Linearized. Here we chose a specific linearization of the source terms and the diffusion operator

Mið _vnþ1Þ þLDfDnþ1
i ðvnþ1Þg þLSfSnþ1

i ðvnþ1Þg þFnþ1
i ¼ 0; ð19Þ

and convert the nonlinear system into a linear system of equations that is solved at each time step. As an

example for this case, a simple fixed-point linearization of the diffusion operator uses values at the last time

step, n, to evaluate the diffusion coefficient, such as
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LDfDnþ1
i ðvnþ1Þg ¼ Dn

i ðvnþ1Þ ¼
Z
X
Dn

irvnþ1
i � r/ dX: ð20Þ

In general, linearized methods will be first-order accurate and will be ‘‘non-balanced’’ operator methods,

that is, the different physical terms are not converged at the same time level. For each problem we will

define a particular linearization and refer to the resulting method as SI-linear 1. It should be noted that the

linearized methods are not unique, so we will specify the linearization for each method.

A linearized method can be second-order accurate when Di, Si, and Fi have simple forms or are fully

expanded to second order with exact derivatives. This latter case is the LIN2 algorithm of Lowrie [14] and

will be referred to here as SI-linear 2. For systems with nonlinear diffusion or with source terms which

cannot be expanded exactly to second order, this method can be approximated by using a numerical ap-
proximation to the Jacobian matrix. As shown in [18] for the radiation–diffusion problem, this can produce

similar results to LIN2 by using a high accuracy linear solve and by stopping the Newton iteration after one

step.
4.3. Operator-splitting methods

Operator-splitting schemes split the governing equations into sub-equations, usually with each having a

single operator, and time integrate each separately and sequentially to advance to the next time step [15,30].
By construction these methods are non-balanced operator methods because the different operators are

evaluated at different effective time levels. To motivate these methods and define a notation for further

discussion, we first present a common first-order operator-splitting method.

First-order operator-splitting (FS). The classic two-step operator-splitting method splits the diffusion

and reaction terms and solves them sequentially. We consider the case when the reaction terms are inte-

grated first, followed by the diffusion terms. Advancing the solution from a solution at time level n to time

level nþ 1 with a time-step size of Dt takes the form

Step 1 : Mið _v�Þ þS�
i ðv�Þ ¼ 0 on ½0;Dt�; v�ðx; 0Þ ¼ vnðxÞ; ð21Þ
Step 2 : Mið _v��Þ þD��
i ðv��Þ þF��

i ¼ 0 on ½0;Dt�; v��ðx; 0Þ ¼ v�ðx;DtÞ; ð22Þ

where the next time-step value is vnþ1 ¼ v��ðDtÞ. In the discussion that follows we denote the solution of the
split-reaction step, Eq. (21), as v� ¼ ~SDtvn and the solution of the split-diffusion step, Eq. (22), as v�� ¼ ~DDtv�

and formally represent the first-order operator-splitting method as

vnþ1 ¼ ~DDt
~SDtvn: ð23Þ

We should note that this operator-splitting method, referred to as FS-DR, can be second-order accurate if
the operators, Di and Si, commute (i.e., DiSi ¼ SiDi) and if the solutions of Eqs. (21) and (22) are also

second-order accurate [15]. Since we consider nonlinear equations and use first-order time integration for

this splitting, we expect to obtain first-order asymptotic convergence rates. The FS-DR method can be

reversed (FS-RD) as

vnþ1 ¼ ~SDt ~DDtv
n:

Sportisse [26] suggests that, for problems with a stiff and a non-stiff operator, the stiff operator should be

evaluated last in the splitting sequence to increase the relative accuracy of the method.

Strang splitting (Strang). Strang�s operator-splitting method [27] is a formally second-order scheme

which applies a half-step of the reaction physics, a full-step of the diffusion physics, and finally another half-

step of the reaction physics. This three-step operator-splitting method is
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Step 1 : Mið _v�Þ þS�
i ðv�Þ ¼ 0 on ½0;Dt=2�; v�ðx; 0Þ ¼ vnðxÞ;
Step 2 : Mið _v��Þ þD��
i ðv��Þ þF��

i ¼ 0 on ½0;Dt�; v��ðx; 0Þ ¼ v�ðx;Dt=2Þ;
Step 3 : Mið _v���Þ þS���
i ðv���Þ ¼ 0 on ½0;Dt=2�; v���ðx; 0Þ ¼ v��ðx;DtÞ;

where the next time-step value is vnþ1 ¼ v���ðDt=2Þ. Thus over the time step, Dt, all the diffusion and re-

action physics have been integrated. Using the operator notation introduced earlier, we can write

vnþ1 ¼ ~SDt=2 ~DDt
~SDt=2vn: ð24Þ

We refer to this method as Strang RDR. As with FS-DR, the reaction and diffusion steps in Strang splitting

can be switched (Strang DRD) as

vnþ1 ¼ ~DDt=2
~SDt ~DDt=2v

n ð25Þ

to reduce the size of the diffusion time step from Dt to Dt=2. It should be noted that for formal second-order

accuracy the component solves must be at least second-order accurate.
Romero splitting (Romero). The Romero splitting technique [21] is a formally second-order method that

is similar to Strang DRD. However, this technique uses first-order solves for the diffusion steps. In addition

the Romero splitting solves the diffusion terms with alternating explicit and implicit solves

vnþ1 ¼ ~Dimp

Dt=2
~SDt ~D

exp

Dt=2v
n: ð26Þ

In our case we use forward and backward Euler for the diffusion sub-problem. In general, Romero

splitting assumes that the reaction has a fast time scale compared to the diffusion, and that the reaction

sub-problem can be solved exactly. However in practice, non-exact numerical solutions to the reaction

sub-problem still produce second-order solutions in our studies. Over two successive time steps, the first-

order implicit solve is followed by the first-order explicit solve. Intuitively, the combination of these two

solves, sequentially, produces a classic second-order central difference approximation if the time-step sizes
are the same.
4.4. Efficient FE splitting methods

In order to motivate the development of efficient FE operator-splitting methods for our problems, we

consider the reaction step of a generic operator-splitting method. In the reaction step, the system

Mið _v�Þ þS�
i ðv�Þ ¼ 0; ð27Þ

must be solved with suitable initial conditions over the appropriate time interval. In the case of a FE

method, this system would produce a large sparse nonlinear system of equations of dimension N ¼
Nunknowns � Nnodes. In general this would be expensive to solve but could be accomplished with a suitable

method. However, this methodology would appear to be somewhat inconsistent with the standard op-

erator-splitting philosophy of efficient component solves for each of the respective operators. It can be

easily shown that an alternate approach which employs a group FE expansion [8] for this system reduces

Eq. (27) to a system of ODEs of dimension N ¼ Nunknowns, to be solved at each node of the FE mesh. In

practice we implement the solution of this local ODE system with a stiff ODE solver (see Section 6.1.1)

and employ very strict error tolerances to minimize error accumulation over the intermediate reaction

time step.
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5. Description of test problems

In this section, we present a description of the four test problems that are used to numerically evaluate
the relative accuracy and asymptotic order of accuracy of the time integration techniques described above.

In addition to the description of the test problems, initial conditions and boundary conditions, we also

present the operator-specific linearizations that are used in the first-order semi-implicit linearized (SI-linear

1) time integration technique.

5.1. Thermal wave

The first test problem that we will describe is associated with the solution to the time-dependent heat
equation with a nonlinear source term. This test problem of Knio et al. [10] provides a numerical example

with a smooth analytic solution in the form of a propagating wave. The nonlinear reaction–diffusion

equation is

oT
ot

¼ o2T
ox2

þ 8

d2
T 2ð1� T Þ; ð28Þ

where the boundary conditions are T ðx ¼ �1; tÞ ¼ 1 and T ðx ¼ 1; tÞ ¼ 0. The parameter, d > 0, can be

freely selected but does not change the ratio of time scales between the diffusion and the reaction terms. The

analytic solution is

T ðx; tÞ ¼ 1

2
1

�
� tanh

x� 2t=d
d

� ��
; ð29Þ

where we have selected d ¼ 1.

This one-dimensional problem is modeled with linear elements in the finite element mesh, covering the domain
�106 x6 10. The simulation was integrated to tfinal ¼ 1:024 with mesh spacings of Dx ¼ 0:005 and Dx ¼ 0:04.
Since the solution is a wave front with a speed of c ¼ 2, we use the CFL condition to define a characteristic time

scale of s ¼ Dx=c ¼ 0:02 for the coarse discretization and s ¼ 0:0025 for the fine discretization.

We can relate the thermal wave problem with the general reaction–diffusion formulation (i.e., Eqs. (8)–

(12)) as follows:

v ¼ T ;
ji ¼ �Dirvi ¼ �rT ;
Dnþ1
i ðvnþ1Þ ¼

Z
X
rT nþ1 � r/ dX;
Snþ1
i ðvnþ1Þ ¼ �

Z
X

8

d2
ðT nþ1Þ2ð1� T nþ1Þ/ dX:

For the SI-linear 1 runs, the source term linearization is a simple fixed-point linearization ofSðT Þ such that

LSfSnþ1
i ðvnþ1Þg ¼ �

Z
X

8

d2
T nþ1T nð1� T nÞ/ dX: ð30Þ

Since the diffusion coefficient is constant, no linearization of the diffusion operator is required. The SI-linear

2 method is based on trapezoidal rule and a straight-forward Taylor series expansion of the source term to

second order.
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5.2. Brusselator

The next test case is the Brusselator problem, a coupled set of equations first introduced by Prigogine
and Lefever [20] as a model of chemical dynamics. They are

oT
ot

¼ D1

o2T
ox2

þ a� ðbþ 1ÞT þ T 2C; ð31Þ
oC
ot

¼ D2

o2C
ox2

þ bT � T 2C; ð32Þ

with the boundary conditions T ð0; tÞ ¼ T ð1; tÞ ¼ a and Cð0; tÞ ¼ Cð1; tÞ ¼ b=a. These equations admit

steady state, oscillatory and chaotic solutions. In our studies we consider parameter values of a ¼ 0:6,
b ¼ 2, and Di ¼ 1=40 for i ¼ 1 and 2 which produce an oscillatory solution. Analysis of this problem can be

found in [21].

This coupled system was modeled with linear elements with a grid spacing of Dx ¼ 0:002. The system was

integrated to times of t ¼ 6:4, 16, 32, 64, and 80, using time steps ranging from 3:2 to 7:8� 10�3. For a

characteristic time scale we use the period of oscillation of the solution, which we found experimentally to
be s ¼ 12.

The identification of the Brusselator problem with the general reaction–diffusion form of Eqs. (8)–(12) is

given as

v ¼ ½T ;C�T;
ji ¼ �Dirvi ¼
�D1rT for i ¼ T ;
�D2rC for i ¼ C;

�

Dnþ1
i ðvnþ1Þ ¼

R
X D1rT nþ1 � r/ dX for i ¼ T ;R
X D2rCnþ1 � r/ dX for i ¼ C;

�

Snþ1
i ðvnþ1Þ ¼

�
R
X a� ðbþ 1ÞT nþ1 þ T nþ1ð Þ2Cnþ1
h i

/ dX for i ¼ T ;

�
R
X bT nþ1 � T nþ1ð Þ2Cnþ1
h i

/ dX for i ¼ C:

8<
:

The linearization of the source-term operator for SI-linear 1 is defined as

LSfSnþ1
i ðvnþ1Þg ¼ �

R
X a� ðbþ 1ÞT nþ1 þ T n

2
T nþ1Cn þ T nCnþ1ð Þ

	 

/ dX for i ¼ T ;

�
R
X bT nþ1 � T n

2
T nþ1Cn þ T nCnþ1ð Þ

	 

/ dX for i ¼ C:

�
ð33Þ

This linearization is a simple choice of a fixed-point linearization which averages the contributions from

the cross-coupling source term. The SI-linear 2 method is based on a straight-forward Taylor series ex-

pansion of the source term to second order.
5.3. Blow-up

The third test case is a model of a blow-up problem. The two special cases consider linear and nonlinear

diffusion. This scalar equation can exhibit unbounded growth in finite time. The equation is
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oT
ot

¼ b
o

ox
DðT Þ oT

ox

� �
þ T 2; ð34Þ

with the boundary conditions

T ð0; tÞ ¼ T ð1; tÞ ¼ 0: ð35Þ

If the value of b is sufficiently low and the initial conditions are sufficiently large, the solutions of this

equation will exhibit blow-up in finite time. Surveys of work on these equations can be found in [1,23].
We considered two cases: linear diffusion (LD), with D ¼ 1 and b ¼ 0:05; and nonlinear diffusion (ND),

with D ¼ T and b ¼ 0:1. For both of these cases the initial profile is

T ðx; 0Þ ¼ 4xð1� xÞ;

a parabola with height 1. For each problem, the combination of initial condition and diffusion term enables

blow-up to occur in a finite time.

For each case the mesh spacing was Dx ¼ 0:002 and the integration was carried out until the solution

reached blow-up, i.e., either the solution became infinite or the nonlinear solver could not converge, or until

the solution became unphysical, either by becoming negative or by developing oscillations.
Runs of the blow-up problem with linear diffusion (LD) indicated that blow-up occurred near t ¼ 1:57,

while those of the blow-up problem with nonlinear diffusion (ND) suggested a blow-up time near t ¼ 2:35.
Thus, we use these times as the characteristic time scales for these problems.

We can relate the blow-up problem with the general reaction–diffusion formulation (i.e., Eqs. (8)–(12)) as

follows:

v ¼ T ;
ji ¼ �bDðvÞrvi ¼ �bDðT ÞrT ;
Dnþ1
i ðvnþ1Þ ¼ b

Z
X
D T nþ1
� �

rT nþ1 � r/;
Snþ1
i ðvnþ1Þ ¼ �

Z
X

T nþ1
� �2

/ dX:

For the SI-linear 1 runs, the diffusion and source-term linearization is a simple fixed-point linearization
such that

LDfDnþ1
i ðvnþ1Þg ¼ b

Z
X
DðT nÞrT nþ1 � r/ dX; ð36Þ
LSfSnþ1
i ðvnþ1Þg ¼ �

Z
X
T nþ1T n/ dX: ð37Þ

The SI-linear 2 method for the blow-up (LD) problem is based on a straight-forward Taylor series
expansion of the source term to second order.

5.4. Non-equilibrium radiation diffusion

The non-equilibrium radiation–diffusion problem is defined by a nonlinear coupled set of equations with

a solution that contains a very sharp gradient and discontinuous first derivative at the wavefront. The

governing equations for the non-equilibrium radiation–diffusion approximation are given by
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oE
ot

� o

ox
cDr

oE
ox

� �
¼ cra aT 4

�
� E

�
in X; ð38Þ
oðCvT Þ
ot

¼ �cra aT 4
�

� E
�

in X; ð39Þ

and are solved in the domain X ¼ ½0; 1� for t 2 ð0; 1�, where E is the radiation energy density, T is the

material temperature, c is the speed of light, Dr is the radiation–diffusion coefficient, ra is the inverse ab-

sorption mean free path, a ¼ 4rSB where rSB is the Stefan–Boltzmann constant, and Cv is the material heat
capacity. Following [12] a system of units has been selected so that Cv ¼ c ¼ a ¼ 1, and the initial con-

ditions are

Eðx; 0Þ ¼ E0ðxÞ in X; ð40Þ
T ðx; 0Þ ¼ T0ðxÞ in X; ð41Þ

where E0ðxÞ ¼ 10�5 and T0ðxÞ ¼ E0ðxÞ1=4. The boundary conditions are of mixed type and can be written as

AE þ Bðj � nÞ ¼ C on oX 8t; ð42Þ

where A ¼ 1=4, B ¼ �1=2, and C ¼ 1 for x ¼ 0; and A ¼ 1=4, B ¼ 1=2, and C ¼ 0 for x ¼ 1.

The absorption cross-section is modeled by ra ¼ T�3, and the diffusion coefficient is Dr ¼ 1=ð3raÞ from
simple isotropic theory. However in regions of strong gradients, the theory can fail and allow the flux of

energy to move faster than the speed of light. A flux-limiting can be applied to Dr to prevent this unphysical

behavior, and we use [4,12,13,16]

Dr ¼
1

3ra þ 1
E

oE
ox

�� �� : ð43Þ

We use a spatial discretization of Dx ¼ 0:005. The approximate observed wave speed is c ¼ 0:4. As with

the Thermal Wave problem, we define the characteristic time scale as s ¼ Dx=c ¼ 0:0125.
The identification of the radiation–diffusion problem with the general reaction–diffusion form of Eqs.

(8)–(12) is given as

v ¼ ½E; T �T;
ji ¼ �Dirvi ¼
�DrrE for i ¼ E;
0 for i ¼ T ;

�

Dnþ1
i ðvnþ1Þ ¼

R
X D

nþ1
r rEnþ1 � r/ dX for i ¼ E;

0 for i ¼ T ;

�

Snþ1
i ðvnþ1Þ ¼

�
R
X /r

nþ1 T nþ1ð Þ4 � Enþ1
h i

dX for i ¼ E;R
X /r

nþ1 T nþ1ð Þ4 � Enþ1
h i

dX for i ¼ T :

8<
:

The linearization of the diffusion and source-term operators for SI-linear 1 is defined as

LDfDnþ1
i ðvnþ1Þg ¼

R
X D

n
rrEnþ1 � r/ dX for i ¼ E;

0 for i ¼ T ;

�
ð44Þ
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LSfSnþ1
i ðvnþ1Þg ¼

�
R
X /r

n T nð Þ3T nþ1 � Enþ1
h i

/ dX for i ¼ E;R
X /r

n T nð Þ3T nþ1 � Enþ1
h i

dX for i ¼ T :

8<
: ð45Þ

The SI-linear 2 method is approximated by a one-step Newton method because of the difficulties of pro-

ducing exact second-order expansions.
6. Numerical solutions

In this section, we give an overview of the implementation of the numerical methods, particularly the
time level advancement and the selection of reference solutions. All the tolerances in this study were selected

to be very restrictive to eliminate uncontrolled sources of errors from entering into the comparisons of the

relative accuracy and asymptotic order of accuracy studies. In practice the tolerances are unnecessarily

restrictive for normal computational simulations; however we used them as a means of obtaining careful

estimates of the errors of the particular time integration methods of interest. As remarked earlier, studies

that consider the efficiency of solving these systems of equations can be found in [4,12].

6.1. Solution methods

Solutions were obtained using FEMLAB, a finite element method (FEM) software package based on

MATLAB for solving a variety of partial differential equations. Details on how this was implemented

comprise the remainder of this section.

While the spatial discretization of the equations was done within FEMLAB using linear elements, the

time integration was performed using our own time integrators, which we implemented within MATLAB.

The implementations of these were based on the MATLAB ODE integration routines, particularly ode23t

[25]. Linear solves were usually performed with the MATLAB backslash operator which uses Cholesky
factorization for positive definite matrices or LU factorization for square nonsingular (but not positive

definite) matrices. The only exceptions were cases where the same matrix was inverted multiple times, in

which case the LU factors were saved and used as needed. Nonlinear solves were performed using Newton

iteration.

The source terms were integrated using a node-based quadrature. In this method, rather than evaluating

the source terms at the Gauss points, they are evaluated at the nodes and linearly interpolated to the Gauss

points. This was done to conform to the practice of production codes such as MPSalsa [24], where it is

implemented to speed up evaluation of these terms. The difference between solutions using standard Gauss
quadrature and those using this nodal quadrature is small and scales as Dx2. Moreover, using this quad-

rature allowed for a good comparison between the split and non-split methods at a coarser grid than would

have been possible if Gauss quadrature had been used.

The radiation–diffusion test case is an exception to the above procedure. It was solved using MPSalsa, a

code for simulating reacting flows. Details as to how it was implemented can be found in [18]. We note that

in order to control oscillations near the sharp gradient at the wavefront, the mass and source terms had to

be lumped in the fully implicit methods.

In each of the time integration methods the time step was kept constant throughout each run except for
in two situations. The first is during the start-up phase, when the time step was ramped up. This is necessary

for second-order methods, if they are initiated with a first-order method, so that they can maintain second-

order accuracy. It was also found necessary for the blow-up (ND) problem so that the initial condition

could develop into a suitable solution profile. The other situation was when the nonlinear solver could not

converge. Then, the time step would be halved and the problem solved with the new time step. The time step
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would then be doubled to return to the specified time step. A complete explanation of these procedures can

be found in [18].

6.1.1. ODE solver

As mentioned in Section 4.4, the reaction step of an operator-splitting method can be solved as a system

of ODEs at each node. These ODE equations are time integrated using the CVODE library [6]. In CVODE

the following options are used: (1) backward differentiation formula (BDF) for the time advancement, (2)

Newton iteration for the nonlinear solves, (3) a direct method with a banded treatment of the Jacobian

where the Jacobian is formed analytically, (4) normal mode where smaller time steps can be taken (i.e., sub-

cycling) to obtain the solution at the next time step, nþ 1, and (5) the relative and absolute error tolerances

of the maximum of 10�12 and 10�14. In our studies we selected these tolerances to minimize the accumu-
lation of error in the ODE reaction solve. If less strict tolerances are employed the split schemes can be

observed to stagnate in the convergence plots as the accumulated errors in the ODE solver destroy the

convergence to the reference solution for the smallest overall time step sizes.

6.2. Solution comparison

To compare the accuracy of the various methods, we use a relative L2 norm of the error, similar to that

found in [18]. The relative L2 error norm is defined as the ratio of the L2 norm of the error to the L2 norm of
the reference solution. Each L2 norm is a summation over all the unknowns, indexed by v, of the component

L2 norms:

v
 � vref

 ¼
P

i

R
jvi � vrefi j2 dx

h i1=2
P

i

R
jvrefi j2dx

h i1=2 :

These integrals can be computed if we express v and vref in terms of the finite element basis functions. By

normalizing the L2 norm of the error, the relative differences in scaling (magnitude) between the unknowns,

vv, are accounted for and the error of one unknown does not dominate.

For the blow-up problems, the time that the solution reaches a particular value can be important. Thus,

we also consider convergence of the time that the maximum value of the solution reaches a reference

temperature. For certain systems, this reference temperature may be an ignition temperature. Because the

solution may not reach the reference temperature exactly, we determine the time interval during which the

solution passed the reference temperature, and then use a cubic spline over six solution times to determine
the time that the reference temperature was attained. The cubic spline interpolation is of higher-order

accuracy than the time integration methods so as to not effect the numerical accuracy of the results. The

error that we report is then

t
 � tref

 ¼ jt � tref j
jtref j :
6.3. Reference solutions

Any discrete numerical approximation of a time-dependent PDE will produce both spatial and temporal

discretization errors in the numerical solution. To determine the relative magnitude of these errors and to
estimate the order of accuracy of the individual methods, it is possible to carry out numerical convergence

studies. These studies are based on an expansion of the numerical solution about the exact solution to a
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leading order in the space (Dx) and time (Dt) discretization parameters. In this section, we state the error

models that form the basis for these numerical studies.

From FEM theory for transient nonlinear parabolic problems [17,29], we expect the global error be-
tween the numerical solution and the exact solution to be characterized by

vk � vexactk ¼ oðDxpÞ þ oðDtqÞ;

where p is the asymptotic spatial order of accuracy, and q is the asymptotic temporal order of accuracy. We

formally assume that we can represent the global error as

e ¼ vk � vexactk ¼ CxDxp þ CtDtq; ð46Þ

where in the asymptotic region of convergence both, Cx and Ct, are independent of Dx and Dt. We further

assume that, to lowest order, a point-wise asymptotic error expansion of the type

v ¼ vexact þ ~CxDxp þ ~CtDtq þ RðvÞ ð47Þ

holds for a sufficiently regular exact solution where RðvÞ represents the higher-order terms and the ex-
pansion coefficients are again assumed to be independent of the temporal and spatial mesh sizes. The

numerical studies that follow will support these assumptions.

An estimate of the discretization errors can be determined by comparing against a suitable reference

solution, ~e ¼ kv� vrefk. The present study employs an extrapolated solution based on Richardson ex-

trapolation, as in [18].

A temporal-extrapolated solution can be formed from a simple Richardson extrapolation procedure (see

[22]) which relies on the point-wise expansion described above. The expansions for two solutions at different

time resolutions (subscripts indicate resolution levels), neglecting higher-order terms, are

vi ¼ vexact þ ~CxDxp þ ~CtDt
q
i ;
vj ¼ vexact þ ~CxDxp þ ~CtDt
q
j :

Define the temporal-extrapolated solution as the exact solution plus the spatial error

vextrap 	 vexact þ ~CxDxp:

Using the above relations we can solve for the extrapolated solution

vextrap ¼ vj þ ðvj � viÞ=ðrqij � 1Þ; ð48Þ

where rij ¼ Dti=Dtj. If the extrapolated solution of Eq. (48) is used as the reference solution, the global error

is

~ei ¼ vi
 � vextrapj

 ¼ ~Ct

 Dtqi ¼ ~~CtDt
q
i :

Again the spatial errors have canceled out, leaving only the temporal errors, ~~CtDt
q
i and higher-order terms.

However, the temporal order of accuracy, q, in Eq. (48) must be selected in order to obtain the extrapolated

solution (i.e., q ¼ 1 for first-order or q ¼ 2 for second-order time integration). If q is unknown, an iteration

is required between the estimated ~q and the generation of vextrap until the estimated ~q matches the actual

asymptotic order q. An alternative approach is to compute an apparent order of accuracy, ~q, which can be

obtained using three numerical solutions, ðvi; vj; vkÞ [22].
In practice we will assume that, for each method, q is the formal order of accuracy, and we will use the

above procedure to determine a reference solution for each problem and spatial discretization. We will use



D.L. Ropp et al. / Journal of Computational Physics 194 (2004) 544–574 559
the FI-2(q1 ¼ 0:8Þ method in determining the reference solution except where noted. For the blow-up

problems we also use this method to determine a reference time at which the solution reaches the reference

temperature. The exception to this procedure is the subset of the spatial convergence studies that exhibited
non-optimal convergence rates due to nearly discontinuous spatial solutions, in particular, the blow-up

(ND) and radiation–diffusion problems. In these cases extrapolation method did not work well for pro-

ducing reference solutions. For this reason we have employed the finest computed resolution solutions (i.e.,

smallest Dx) as the reference solution for all the spatial convergence studies. In the spatial convergence cases

that do achieve optimal rates, this method is shown to qualitatively produce the expected rate of conver-

gence. The drawback of this methodology is that the convergence rate between the finest two values of Dx
plotted is slightly greater than the actual order; for more discussion of this behavior and alternate methods

to calculate the actual obtained order of accuracy see [18].
7. Numerical experiments

7.1. Thermal wave

A plot of the thermal wave solution is shown in Fig. 1. As expected, it maintains the original smooth

profile and propagates to the right with a constant speed. The spatial convergence of the thermal wave is
shown in Fig. 2, where we have used the FI-2(q1 ¼ 0:8) method with Dt ¼ 0:0005. The figure presents the
relative L2 error norm compared to a reference solution using Dx ¼ 0:0025. As expected, the linear finite

elements exhibit second-order convergence in Dx. The other methods display similar behavior. Thus, we are

in the asymptotic regime in terms of the spatial error.

In Fig. 3 we show the temporal convergence, plotting the relative L2 error norm against Dt for all the
methods. The reference solution is computed by taking the two solutions with smallest time steps using the

FI-2(q1 ¼ 0:8) method, and using Richardson extrapolation, assuming the formal order of temporal

convergence. For both grids, all the methods exhibit their asymptotic rate of convergence, either first- or
second-order.

Among the methods the SI-lagged technique is always the least accurate, although FI-1 is very close to it

for the fine grid. Of the other first-order methods the accuracy (i.e., ~~Ct) appears to depend on the spatial
–10 –5 0 5 10
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Fig. 1. Thermal wave profiles at t ¼ 0, 0.256, 0.512, 0.768, and 1.024. Solution computed using FI-2(q1 ¼ 0:8) with Dt ¼ 0:0005.
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Fig. 2. Thermal wave spatial convergence using FI(q1 ¼ 0:8) with Dt ¼ 0:0005. Reference solution uses Dx ¼ 0:0025.
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Fig. 3. Thermal wave temporal convergence with (a) Dx ¼ 0:005 and (b) Dx ¼ 0:04. The dotted lines are references with first- and

second-order slopes.
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resolution. For both spatial resolutions the errors for first-order methods vary by an order of magnitude.

Alternatively, for a specified error the least accurate method requires a time step an order of magnitude

smaller than the most accurate method.

The most accurate of the second-order methods is Romero, followed by Strang RDR, SI - linear 2, FI-

2(q1 ¼ 0:8), and Strang DRD. This ordering appears to be independent of spatial resolution. The higher

accuracy of the operator-splitting methods is likely due to higher accuracy solve in CVODE for the non-

linear reaction term and appears to have offset the splitting errors for these methods.
For a fixed Dt, the errors of the first-order methods vary by an order of magnitude, as do the second-

order methods. For a fixed error tolerance this corresponds to time steps ranging by an order of magnitude

between the most accurate and least accurate first-order methods and even less between the most and least
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accurate second-order methods. If we compare the least accurate first-order method (SI-lagged) with the

most accurate second-order method (Romero), we see that for an error of 10�4, SI-lagged requires a time

step which is approximately two orders of magnitude smaller than the time step that Romero requires,
while for a time step of 2� 10�3 the error ranges over three orders of magnitude.

7.2. Brusselator

Fig. 4 shows the L2 norm of the spatial error of the Brusselator solution at t ¼ 80 using Strang DRD

with Dt ¼ 0:0016. The reference solution is a similar run with Dx ¼ 0:0005. This plot shows that the second-
order convergence in Dx is achieved, and that we are within the asymptotic range for spatial convergence.
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Fig. 4. Brusselator spatial convergence using Strang (DRD) L2 norm of the error, t ¼ 80, Dt ¼ 0:0016. Reference solution uses

Dx ¼ 0:0005. The dotted line is a reference with a second-order slope.
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In Figs. 5–7, we present the temporal convergence of all the methods at the times t ¼ 16, 64, and 80. We

see that the first-order methods all exhibit first-order convergence and, except at larger time steps, are in

their asymptotic convergence regime, although SI-linear 1 requires a small Dt for correct convergence.
Around Dt ¼ 3� 10�3, the range of errors between the most accurate and least accurate first-order methods

can be up to an order of magnitude. The split methods are the most accurate, followed by FI-1, SI-lagged,

and SI-linear 1.

Among the second-order methods, the SI-linear 2 and FI-2(q1 ¼ 0:8) methods show second-order

convergence. For the second-order operator-splitting methods, the situation is considerably different. For

t ¼ 16 the convergence of these methods looks fine and they appear to be even more accurate than the non-

split method. At t ¼ 64, though, these methods are producing larger errors for larger values of the time
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Fig. 6. Brusselator temporal convergence at t ¼ 64. The dotted lines are references with first- and second-order slopes.
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step. These errors grow, until at t ¼ 80 these methods have nearly Oð1Þ error for Dt > 0:02. At Dt ¼ 0:0125
for Strang RDR and Romero and Dt ¼ 0:025 for Strang DRD, there is sudden change, however, and

the methods� errors drop below the level of errors of the non-split method and exhibit second-order
convergence.

In Figs. 8–10, we show this effect again, but have grouped together different solution run-times of each

method. Fig. 8 shows the temporal convergence for the FI-2(q1 ¼ 0:8) method for t ¼ 6:4, 16, 32, 64, and
80. For Dt6 0:8, this method shows second-order temporal convergence at each time. Figs. 9 and 10 show

the temporal convergence for Strang DRD and Romero splitting. In each of these cases the error for runs
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Fig. 8. Brusselator temporal convergence using Generalized-a (q1 ¼ 0:8) with Dx ¼ 0:002. The dotted line is a reference with second-

order slope.
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order slope.
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with Dt > 0:0125 steadily grows with time and shows very poor accuracy and no discernible convergence,

while the error for runs with Dt < 0:0125 has very good accuracy and second-order convergence.

In Fig. 11, we show the profile of T at t ¼ 48 using FI-2(trap. rule) and Strang DRD, with Dt ¼ 0:2. In
the Strang DRD solution, oscillations are appearing at the boundary. As time progresses these oscillations

propagate into the interior of the solution. The period of oscillation s is 12, so the time step is reasonably

below this dynamical time scale. In Fig. 12, we plot the temporal convergence of Strang DRD splitting at

t ¼ 80 for five different spatial discretizations. Here the reference solution is an extrapolation of solutions

using Strang DRD with Dx ¼ 0:0005. For runs with coarser grids, the time step at which asymptotic

second-order convergence is attained is larger than that for runs with finer grids. This is in contrast to the
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Fig. 11. Brusselator profile at t ¼ 48 with Dt ¼ 0:2.
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non-split second-order methods that exhibit robust asymptotic convergence for a large region of the

temporal time-step parameter range of interest.

This non-convergence of the split methods for reasonable values of Dt is very disturbing. One would

expect that, for an oscillation with period s, a time step somewhat smaller than that required by the Nyquist

criteria Dt=s ¼ 1=2 would be sufficient to resolve the dynamical behavior. We often find that Dt=s � 1=10 is

a useful estimate. For this problem the second-order operator-splitting methods are sampling each period
of oscillation with 1000 time steps and still not producing acceptable results. However, the non-split

methods show robust convergence, with time steps on the order of the dynamical time scale resulting in

significantly more accurate results than the split methods. Even with the pre-asymptotic region of the non-

split methods there is at least an order of magnitude difference between the split and non-split methods.

Fig. 12 further illustrates this very bad convergence behavior: for a fixed Dt=s � 10�3 (i.e., Dt ¼ 0:0125), if
the mesh spacing is refined from Dx ¼ 10�3 to Dx ¼ 5� 10�4, the L2 error in the calculation increases by six

orders of magnitude. This non-intuitive non-asymptotic behavior is quite unacceptable, and suggests that

one needs to exercise caution when using these operator-splitting methods; otherwise the solutions will have
an unacceptable error with possibly disastrous consequences.

Preliminary studies to further understand this behavior have been carried out. In our studies it has been

observed that this non-intuitive behavior is not due to errors induced in the reaction sub-step calculation. In

fact we have seen the counter-intuitive behavior that a less accurate evaluation of the reaction sub-step can

actually stabilize the split time integrator. This stabilization then leads to an overall lower L2 error for a

given diffusion step size of Dt=s. These results underscore the fact that these non-balanced operator-splitting

schemes can be very sensitive to the effective imbalance introduced by the operator-splitting methods. This

conclusion is further supported by the fact that the first-order operator-splitting method, which uses a
dissipative integrator for diffusion (backward Euler), is stable while the second-order operator-splitting

method using a neutrally stable integrator for diffusion (trapezoidal rule) is unstable. In [7] it is suggested

that the reason for the oscillations in the solutions using second-order operator-splitting methods is because

the reaction step is too long and the diffusion step is then not able to adequately damp the high-frequency

modes. Once the time step is below a critical value, the diffusion step can suitably damp out these modes.

Our interpretation of Fig. 12 is that runs on a coarser mesh will have greater artificial dissipation, which

then acts to damp out the high frequencies. Thus, for runs using a second-order operator-splitting method
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with a relatively large Dt, a solution on a coarse mesh may in fact be more accurate than a solution on a fine

mesh. This will be further examined in future work.

As a final note to Fig. 12, the leveling of the L2 error is due to the spatial error, since the reference
solution in this case is the extrapolated solution of the Dx ¼ 0:0005 solution. It is interesting that, once it

reaches the asymptotic regime, the L2 error drops to the level of the spatial error. This suggests that stability

is obtained when the temporal error becomes smaller than the spatial error.

In Fig. 7, for Dt ¼ 3� 10�3, which is within the range where all second-order methods exhibit their

asymptotic convergence rate, the range of errors between the most and least accurate methods can vary by

one to two orders of magnitude, depending on the time the error is measured. For a fixed error tolerance of

10�3, this corresponds to the required time step ranging by up to an order of magnitude. In this regime the

operator-splitting methods are more accurate than FI-2, but FI-2 achieves its rate of convergence at a much
larger Dt, and thus is more robust in terms of the time step than the operator-splitting methods. This more

robust behavior is very important in the achievement of predictive simulations.

7.3. Blow-up

We selected the times t ¼ 1:5 and t ¼ 2:0 at which to measure the temporal convergence of the blow-up

(LD) and blow-up (ND) solution profiles. At these times the solutions have grown by roughly an order of

magnitude. Also, for both problems we chose reference temperatures of T ¼ 2 and T ¼ 100 at which to
study the temporal convergence to the reference times t2 and t100. These comprise an early time which has a

balance between the reaction and diffusion operators and a time near blow-up which is dominated by the

reaction operator.

Fig. 13 shows the solution profiles of the blow-up (LD) and blow-up (ND) problems. For both problems

the solution initially grows slowly but later grows more rapidly. The blow-up (LD) solution develops a very

sharp peak at x ¼ 0:5, while the profile of the blow-up (ND) solution stays rather broad even when the

solution is large. Also, the blow-up (ND) solution develops nearly infinite derivatives at the boundary,

which degrades the spatial convergence.
In Fig. 14, we see that for the blow-up (LD) problem with Dt ¼ 0:0078, all methods indeed exhibit

growth in the solutions at an increasing rate. The second-order methods have very good agreement in
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values of T ðx ¼ 0:5Þ, while the first-order methods differ considerably in both their values of T ðx ¼ 0:5Þ and
in their blow-up times.

Fig. 15 shows that the spatial rate of convergence is second order, as expected. The plots in Fig. 16 show

that all the methods achieve their asymptotic temporal rates of convergence. For the blow-up (LD)

problem, because the second-order split methods are so much more accurate than the fully implicit, an
extrapolation of the Romero method was used as the reference solution.

For the SI-lagged, SI-linear 1, and FS-RD, the convergence rate grows slowly and does not reach the

asymptotic rate until Dt is quite small, and in fact the SI-lagged method has a rather large non-asymptotic

region of convergence. The FS-DR and FI-1 methods have a different problem, in that their solutions reach

blow-up before t ¼ 1:5 for large Dt. Of the second-order methods, FI-2(q1 ¼ 0:8) appears to have the most
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Fig. 16. Blow-up (LD) temporal convergence at t ¼ 1:5. The dotted lines are references with first- and second-order slopes.
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error. As before, this can be understood in that the operator-splitting methods solve the reaction operator

much more accurately, which is the only nonlinear term and is the driving mechanism in this equation.

For a fixed Dt ¼ 10�3, the error of the first-order methods ranges by two orders of magnitude while the

error of the second-order methods ranges by over two orders of magnitude. For that time step the error
of the least accurate first-order method is over five orders of magnitude greater than the error of the most

accurate second-order method. For an error tolerance of 10�2, the required time steps of the first-order

methods range by two orders of magnitude, while, for an error tolerance of 10�5, the required time steps of

the second-order methods range by over an order of magnitude. For an error tolerance of 10�2 the least

accurate first-order method requires a time step almost 1000 times smaller than the time step the most

accurate second-order method needs to take.

Fig. 17 shows the temporal convergence to t2 and t100. For these plots the reference times were computed

by Richardson extrapolation of the times computed by the Strang RDR method. The first of these shows
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the expected convergence rates, although the convergence of the Romero method is somewhat erratic. On

the second plot, data for larger time steps of some methods are missing because the numerical solution

either blew up or became unphysical before reaching the reference temperature. In the case of the split
schemes there was no ‘‘recovery’’ mechanism since the underlying reaction step became unbounded without

the balancing diffusion operator. For the fully implicit methods as the nonlinear solution would not

converge the time step was reduced so that the method could converge to a solution. Consequently, the

errors for larger initial Dt may in fact correspond to a smaller value of effective Dt. This explains the

flattening behavior of the convergence plots at the larger Dt for the second order FI methods. However, for

smaller Dt this was not necessary and here the expected rates of convergence are achieved.

In each plot the SI-lagged method has the most error of the first-order methods, as expected, while FI-1

has the second most, and FS-DR has the least. Among the second-order methods, FI-2(q1 ¼ 0:8) con-
sistently has the most error, but the ordering of the remaining methods varies.

In Fig. 18, we see that the spatial convergence for the blow-up (ND) problem is not second order but is

closer to a convergence rate of 1.1. This is because the slope of the solution tends to infinity at the

boundaries, thus reducing the rate of convergence. This behavior would be consistent with an order re-

duction due to nearly discontinuous behavior at the end points of the domain.

Fig. 19 shows the temporal convergence to the solution of the blow-up (ND) problem at the time t ¼ 2,

while Fig. 21 shows the temporal convergence to t2 and t100. One interesting difference from the blow-up

(LD) problem is that the accuracy FI-2(q1 ¼ 0:8), both in terms of the relative L2 error and in terms of the
error in t2 and t100, is better than that of either of the Strang splittings for most values of Dt. This is also true

in Fig. 20, which shows the convergence of the second-order methods at t ¼ 0:5. At this early time the FI-

2(q1 ¼ 0:8) method is the most accurate of the second-order methods.

The reason for this change in relative accuracy of the different methods on the convergence is likely

because the nonlinearity in the diffusion makes that term more significant than it was in the blow-up (LD)

problem. The diffusion and reaction terms are more balanced in magnitude, thus making the error due to

splitting the operators more significant. This is also seen in Fig. 21, where at the earlier time t2, when the

reaction and diffusion terms are more balanced, the FI-2 method is more accurate than the operator-
splitting methods. At t100, though, when the solution is closer to blow-up and the reaction term is larger, the
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FI-2 method has comparable accuracy as the Strang DRD method and is less accurate than Romero

splitting.

Another interesting observation is that the SI-linear 2 has very good accuracy for this problem. It is the
most accurate method at t ¼ 2, and its t2 error is an order of magnitude less than that of the next most

accurate method, while its t100 error is lowest by two orders of magnitude. This is surprising, because SI-

linear 2 does not converge the nonlinearities, while the FI-2 methods do. However, in [14] Lowrie shows

that for some problems SI-linear 2 has better accuracy than FI-2 methods.

For Dt ¼ 10�3 the errors for the first-order methods range by over an order of magnitude while the errors

of the second-order methods range by over two orders of magnitude. For that time step the error of the

least accurate first-order method is nearly six orders of magnitude greater than that of the most accurate
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second-order method. For an error tolerance of 10�2 the required time step for the first-order methods

ranges by over an order of magnitude, as does the required time step for the second-order methods for an
error tolerance of 10�6.

7.4. Non-equilibrium radiation diffusion

Profiles of the solution of the radiation–diffusion problem are shown in Fig. 22. For both T and E the

solution is a front propagating to the right, with a discontinuous derivative at the front. As with the

boundary in the blow-up (ND) problem, this sharp front is difficult to resolve on a fixed grid, and we expect

the spatial convergence to degrade.
Fig. 23 shows the spatial convergence for the radiation–diffusion problem using the FI-2(trap. rule)

method with lumped mass and source. The plot is somewhat erratic and the convergence appears to be less
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than second order. As mentioned above, this is not surprising because the solution has a discontinuity in the

derivative at the leading edge of the front.

For all methods, both the mass and the source terms were lumped in order to control oscillations at the

leading edge of the front. The SI-lagged and SI-linear 2 method was unstable for large values of Dt, so only

the data for those runs that converged are presented here. Regarding the SI-linear 2 method, unlike the

other test cases the source term in this problem is too complex for its Jacobian to be expressed analytically.

Therefore, the Jacobian was computed numerically.
The temporal convergence of the methods is presented in Fig. 24. This figure summarizes the tem-

poral accuracy behavior for the various methods and uses a reference solution based on an extrapolation
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of solutions using the FI-2(trap. rule) method. All the methods exhibit their expected asymptotic order

of convergence. For this problem the FI-2 method appears to have better accuracy than either the

Strang RDR or the Romero splitting methods. In this case the SI-linear 2 and the FI-2(trap. rule)
methods have very similar relative error characteristics. Of the first-order methods, the FI-1 method has

less error than the SI-lagged and SI-linear 1 methods, but has more error than the first-order operator-

splitting method.

The range of error for a fixed Dt is an order of magnitude for the first-order methods and as much as two

orders of magnitude for the second-order methods between the operator-splitting and FI methods. These

correspond to a range of Dt for a fixed error of an order of magnitude for both the first-order methods and

second-order methods. For Dt ¼ 4� 10�5 the variation in error for the least accurate first-order methods

and the most accurate second-order methods is over four orders of magnitude. In terms of robustness the
SI-lagged method fails to converge for larger time step sizes as does the SI-linear 2 method. A more ex-

tensive discussion on the details of the radiation–diffusion problem and the performance of the various time

integration methods can be found in [18].
8. Conclusions

In this paper, we have studied the accuracy and rates of convergence of time integration methods applied
to a suite of nonlinear reaction–diffusion test problems. These different test cases model a variety of be-

havior, including front propagation, oscillations, and blow-up. With these test cases we have presented:

spatial convergence studies to verify the expected order of accuracy of the FE method; specific imple-

mentations of the semi-implicit lagged and linearized methods along with operator-splitting techniques and

fully implicit methods; and the temporal accuracy for each method.

Our results have demonstrated that in general each of the time integration methods will exhibit its as-

ymptotic rate of temporal convergence for each of the problems. There are notable exceptions, however. As

is demonstrated in the blow-up problem, the lagged method can have slow convergence for large values of
the time step. In the case of the Brusselator problem it was demonstrated that the asymptotic region of

convergence may only be obtained for unacceptably small times step sizes for the second-order operator-

splitting methods. This example problem, with reaction and diffusion operators that are nearly balanced,

points out a number of very disturbing issues associated with the non-balanced operator-splitting methods.

The temporal non-convergence region for the operator-splitting methods was demonstrated to be much

larger than that for the fully implicit methods. In addition the counter-intuitive behavior of the sequence of

temporal refinement studies for various levels of spatial refinement was equally disturbing.

While it is not possible to draw consistent general conclusions about the accuracy of all the methods, it is
possible to make some observations. The semi-implicit lagged method appears to often be the least accurate

of the first-order methods. This is perhaps not surprising, because it uses less information from the new time

step than any other method. It also appears that the operator-splitting methods have somewhat of a ‘‘split

personality’’. Specifically, on a subset of the test problems (thermal wave and blow-up (LD)) these methods

are the most accurate. This increased accuracy is most likely due to the low error tolerances on the reaction

sub-step solves compensating the increased error due to the operator-splitting procedure. However, the

stability and accuracy results for the operator-splitting methods on the more difficult test problems

(Brusselator, blow-up (ND), and radiation–diffusion) are much less favorable. Clearly the results from the
Brusselator problem demonstrate the possible significant impact on stability and accuracy of the non-

balanced operator-splitting methods. In general, while the fully implicit methods are not always the most

accurate techniques, this was often the case for the difficult coupled systems of nonlinear equations. In

addition these methods appear to have a more robust (regular) convergence behavior for larger time steps,

which is important for complex multiple time scale simulations.
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